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0.0 Project Overview

The Center for Tokamak Transient Simulations is primarily focused on the further development and

F LILX AOFGA2Y 2F G2 2F (GKS 62NX RQa Y2&N Thdsddeot S SE
time-dependent 3D MHD codes that caocuratelydescribe theime evolution of transient event in

tokamaks Some of these transient events such as the seeding of a neoclassical tearingNmitje

and its subsequent locking and growing, can lead to a plasma disruption, a potentially catastrophic event

for a burnirg plasma. For this reason, the emphasis of our Center is on better understanding the causes

of disruptions, how to avoid them, and how to mitigate them. As part of the mitigation studies, we also

seek to predict the consequences of a worst case-mdtigated disruption.

Section 1 describes our efforts in NTMs with the long term goal of better understanding how and when
they are formed, under what conditions they will lock and grow, and how this leads to a disruption and
how best to prevent it. Since NROD and M3EL1 are fluid codes, and some intrinsic kinetic effects are
necessary to fully describe the evolution of a NTM, we have a parallel effort, primarily by Utah State U.,
to include neoclassical kinetic effects into the fluid codes.

One of the mostlamaging types of disruption is the vertical displacement event (Midelssed in

Section 2where vertical position control is lost and the plasotdumn firsts moves vertically and then
disrupts. We are the first team to attempt to predict the consences of thes&/DEs idTER by using a

fully 3D plasma model and a realistic model for the ITER vessel. We are proceeding through steps of first
2D and then 3D modeling and code verification and validation to gain confidence in our results. Again,
the gaal is to better understand the consequences of VDEs in order to effectively mitigate them.

Section 3 describes our efforts in modeling disruption mitigation by impurity pellet injection. We are
approaching this using two methodstand-alonemodeling with NIMROD and/or M3[21, and code

coupling modeling where we couple one of these global codes to a code, either Frontier or LPC, that
calculates in detail the local ablation physics of the pellet. These are being applied to both solid pellets,
and to shatered pellets where you have hundreds of pellet fragments entering the plasma.
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describe these and to couple them to the bulk MHD physics are desénilsgettion 4. We now have

relatively crude models of runaway electrons implemented in NIMROD and®A3fut have plans to

improve the fidelity of these models by coupling with intrinsic kinetic models.

Our efforts in experimental validation are describadsection 5. This is of utmost importance to test
the validity and limitations of our models. None of the projections of our models to ITER will be taken
seriously unless we can show that they can describe similar phnéh Ay (G2 Rl @ Q& SE LIS NA \



In Section 6 we describe applications of our codes to edge localized modes and to sawteeth. The latter
study is somewhat controversial, as it identifies a new mechanism for sawteeth in tokamaks. In section
7-9 we describe our efforts in improving the perfoance of our codes on some of the largest, most
powerful computer in the world This improvement comes through using improved algorithms,

improved data structures, and in finding ways to increase the parallelism of the algorithms that we use.
Many of theimprovements made by the Computer Science side of our Center will also benefit other
applications outside of fusion that have sparse matrix problems similar in form to ours.

1.0 Neoclassical Tearing Modes

1.1 NTM Studies with NIMROD
Tech-X
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interest to establish both the physics basighié process on present devices, such asIdnd the

scaling of the torques responsible for this locking to planned larger devices such as ITER. We are working
with the group at Utah State University to use the dkiftetic closures to simulate the oelassical

aspect of NTMs. We anticipate that these 5D computations will be computationally expensive and as

such we have implemented the heuristic fluid closures [Gianakon et al., Phys. Plasmas 2002] into

NIMROD to allow for parameter space exploration.

Work, led by Eric Howell, is underway to explore the dynamics of the NTM seeding-Drsbati

174446 in collaboration with Jim Callen, Rob La Haye and Bob Wilcox. This discharge uses th&RII|
baseline parameters and shaping and contains both Elildsawteeth. The discharge is terminated by

a 2/1 NTM locking and causing a disruption. The 2/1 NTM is present at low amplitude before growth to a
large size is triggered by an ELM. Rich multiple mode dynamics are also present with 4/3 activity before
the 2/1 grows large and and a persistent 3/2 mode throughout the discharge.

While NIMROD is unable to simulate the long time scales associated with these rich dynamics (>
second) we are able to study the muitiode dynamics. NIMROD simulations are initialized from the

best reconstruction as constrained by magnetics, Thomson scattering and Charge exchange
recombination (CER) spectroscopy measurements before the 2/1 ktegimew to large amplitude. The
toroidal and poloidal flows based on the CER measurements are included as the island rotation is critical
to mode and error field coupling as well as interaction with a resistive wall. In addition, the flow
stabilizes any maes associated with the edge pedestal. Because simulation of an ELM crash that
triggers and NTM mode is not practical, we apply an n=1 edge magnetic perturbation pulse at the
boundary. The pulse envelope last for 1ms and is optimized to excite the 2/1 nyod&ing the

magnetic coils to achieve the largest vacuum 2/1 response relative to the 3/1 response as measured at
the respective resonant surfaces. During and shortly after the pulse the 4/1 and 3/1 modes are driven
and the edge magnetic surface are csticized. The 2/1 mode is driven to small amplitude and begins

to slowly grow. After the edge 3/1 and 4/1 edge modes decay to small amplitude at approximately 5ms



a rapid succession of core modes begins. Initially the 6/5 mode is driven which leackssimade to the

5/4 then 4/3 ultimately exciting the 3/2 mode. At this point the 2/1 begins to grow rapidly while all

other modes except the 3/2 decay. Examination of the pressure profile shows that the pressure is

steepened inside each resonant surfacedsefmodes grow. Further examination through consideration
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study the details of the mode coupling. Another complicating factor is the value of the $aféty on

axis is raised above one on axis to avoid exciting a large unstable 1/1 response in the sawtoothing

discharge.

1.2 Mode Locking
U. Wisconsin-Madison
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external magnetic perturbation without assuming the standardstip condition between plasma flow

and the island. The model is composed of the equations for the evolution of the width and phase of
magnetic islands that are forced by external pertatibn and a forcébalance equation for the plasma

flow. They find that when the island width is much less than the resistive layer width, the island growth
is governed by the linear Halgiulsrua Taylor solution in the presence of tintkependent plasma

flow. In the largeasland limit, the evolution of both the island width and phase is consistent with
Rutherford theory. The island solution is used to construct the quasilinear electromagnetic force, which,
together with the viscous one, contributes to thenlinear variation in plasma flow. The-galip

condition assumed in the conventional error field theory is not imposed, and the island oscillation
frequency depends on, but does not necessarily equal, the plasma flow frequency at the rational
surface. Tis work has been publisld in Ref. [8

1.3 Incorporating Kinetic Effects into NTM modeling

1.3.1 Improved computation of the Rosenbluth potentials

Last year it was noticed that before proceeding with our work to introduce kinetic effects into
simulationsof NTMs, improvements were needed to the previous implementation of the Rosenbluth
potentials in the field portion of the collision operator. Drs. Andrew Spencer and Held put a great deal
of work into constructing an efficient and more accurate methaddomputing the Rosenbluth

potentials. Part of this work entailed finding a robust method of integrating over singularities in the
Green's functions of the velocity space Poisson equation. We implemented a numerical splitting
technique adapted from the a®physics community where gravitational potentials from axisymmetric
sources are computed. We also were able to derive a series expansion that reduced the dimensionality
of a large portion of the calculation. The results of our algorithm were compargdd® a S 2 F | (0 KA N
party general adaptive integrator to demonstrate convergence to a desired accuracy. Our algorithm was
significantly more efficient, and able to quickly evaluate results for cases where the third party software
was not able to complete thealculation due to running out of computer memory. In the process of
writing our work up for an article for Computer Physics Communications, we found a simplification of
the series expansion that may be able to reduce the dimensionality of the entireagiml of the

Rosenbluth potentials. This depends on how efficiently Legendre polynomials can resolve localized
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structures of the velocity distribution function in pitch angle, such as arise at trapped/passing
boundaries in tokamak plasmas. We are currgetkploring this before publishing our work and

resuming work on NTMs. If it is found that the expansion can be extended to the whole velocity domain,
then kinetic simulations of neoclassical tearing modes will be greatly accelerated.

1.3.2 Analytic form f or Coulomb collision operator for arbitrary flow ordering

The major goal of this work was to develop accurate closure relations which can capture runaway
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have developed formalism to calculate the collisional moments of the Landau (Felekexk) operator.

We have derived explicit formulas for the analytic collision coefficients which are expressed in terms of
finite series of Vei. Since the moment expam is performed in each fluid frame with a shifted

Maxwellian distribution function, the formulas are exact for arbitrary Vei. The formulas involve only
algebraic expressions and can be implemented in symbolic computation programs such as Mathematica
andMaple. The theoretial work has been published in [9T he results may be used in situations where

the electron distribution has developed a significant flow moment, on the order of the electron thermal
speed, but a relativistic treatment is not yet naesary. Corrections terms in Vei are critical for handling

the earlyin-time development of a runaway electron (RE) distribution that often accompanies
disruptions.

1.3.3 Successful implementation and testing of time -implicit moment terms in CEL -DKE for
neoclassical transport calculations

During Dr. Held's sabbatical year at U. of WiscoMaudison, he worked closely with his colleague Dr.
Chris Hegna and former USU undergrad/now Wisconsin graduate student Joseph Jepson. In the fall of
2019, Dr. Jim Callenisa participated in meetings on the predictions of ion -OKIE kinetics using the
continuum kinetic model in NIMROD. This work led to several improvements in the implementation of
time-implicit moment terms, like the anisotropic part of the stress tengotime-implicit treatment for
moments of the noMaxwellian distribution function is essential to taking large time steps in hybrid
fluid/kinetic simulations of NTMs. The work on the ion-OKIEE moment terms has paved the way for
NTM simulations using arif@enic time steps. Joseph is preparing a publication with Drs. Held, Hegna
and Callen as eauthors.

2.0 Vertical Displacement Events

A Vertical Displacement Event (VDE) is amoffnal occurrence in a tokamak in which position control

of the dischargeés lost, and the tokamak plasma moves rapidly upward or downward until it makes
contact with the vacuum vessel. The discharge current in ITER will be up to 15 MA. When a plasma with
this current makes contact with the vessel, it will induce large curriemtsthe metallic vessel, and

these currents will cause large forces. Previous studies commissioned by ITER to calculate these forces
assumed that the plasma remained axisymmetric during the VDE to simplify the calculation. However, it
is known that the msma column will deform and produce "sideways forces" in ITER that could
potentially damage the machine. Our two flagship MHD codes, NIMROD arndCM&DBw have the



capability of modeling a fully 3D plasma interacting with a conducting structure. We ageths
capability to realistically model a full 3D VDE in ITER and to calculate the expected forces.

2.1 Benchmarking Activity
U. Wisconsin-Madison, PPPL

: The NIMROD and M3C1 cods are widely used for modeling macroscopic plasma dynamics in
magneticconfinement systems, including disruption applications. As such, verifying their disruption
modeling capabilities is important. During this past year we completed and published a benchmarking
study of axisymmetric VDE modeling with the NIMROD, {@2Pail JOREK codes [1]. We have also
started benchmarking 3D evolution, where asymmetric instability results from contact with the wall.
This work is part of the FY2020 theoretical performance target/milestone for Fusion Energy Sciences.
[seehttp://m3dcl.pppl.gov/2020TheoryMilestone.hthl The computations are based on an

equilibrium fit of NSTX discharge 139536 after feedback stabilization had been partly suppressed to
allow vertical instabilg. While all three codes have been developed for macroscopic stability, they
differ in the equations that are solved and in their numerical methods. NIMROD aneCi#3Dlve
equations for fulMHD, whereas JOREK [Huysmans, et al., Plasma Phys. Casimt. 51, 124012

(2009)] is used to solve reducddHD equations. NIMROD solves primitfiedd equations for flow

velocity and magnetic field, and M3D1 and JOREK use potenti@ld representations. Numerically,
NIMROD uses sermplicit and implicitmethods for its temporal advance, together with spectral
elements/Fourier series for its poloidal/toroidal spatial representation. M3Dand JOREK use implicit
temporal advances, and M3DM Q& & LJ GA L f NBLINBaSyidl GdA2y wan@sS i
whereas JOREK uses Bezier elements/Fourier series. Thus, thisdtiegdeenchmarkig compares

distinct approaches.

For the 3D comparison, each of the three codes is run in 2D until the last closed flux surface (LCFS)
contacts the wall. This phagesimilar to the full nonlinear computation of the Krebs, et al. paper, but
plasma and wall resistivity values, particle diffusivity, and thermal conductivities are made an order of
magnitude larger. This is done so that the subsequent 3D phase ocotggapidly. After LCFS

contact, the computations are restarted in 3D with thermal conductivities increased by two orders of
magnitude and particle diffusivity increased by 26. This initiates an artificial thermal quench (TQ), i.e.
one that does not ocaurom 3D instability, which also helps shorten the required computation time. As
shown in Fig. 1, after approximately 1 ms into this 3D phase, the daiettyr profile has flattened to a
nearly uniform value of 2. An extermak2,n=1 mode then growsabustly and excites other modes as

it saturates, which accelerates the TQ by eroding the outer flux surfaces (Fig. 2). The resolution of the
NIMROD computation has been tested by increasing the toroidal Fourier resolutiomf¢athton ¢21,
starting at9.3 ms, which is when the mode coupling strengthens. The evolution of thermal energy and
magnetic fluctuation energy, shown in Fig. 3, indicates that the computations are already reasonably
well resolved wittm ¢10. Convergence is facilitated by the telaly low ratio of parallel and

perpendicular thermal conductivities of 10Computed results on net horizontal and vertical forces on
the resistive wall are shown in Fig. 4.


http://m3dc1.pppl.gov/2020TheoryMilestone.html

The milestone reportiocuments the 3D benchmarkingAs an example, Fig. 5 shothe evolution of
magnetic fluctuation spectra from NIMROD and JOREK computations ¢ithand from an M3EC1
computation with 16 toroidal planes. While there are quantitative differences in the timing of activity
and in energy levels, the three codeproduceessentially the same dynamics.
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Figure 1. Closeflux safety-factor profiles at the beginning of the 3D phase and at the onset of &gtivity (left), and
evolution of magnetic fluctuation energies from the 3D NIMROD computation with toroidal resolutiom 6fLO (right).
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Figure 2. Color contours of plasma pressure over a constant toregafgle plane at times 9.35 ms (left) and®ms (right) of
the NIMROD computation witin ¢21.
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Figure 3. Evolution of thermal energy (left) and of magnetic fluctuation energies (right) from the two NIMROD computations
with differing toroidal resolution.
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Figure 5.Comparison of magnetic fluctuation energies from NIMROD (solid traces), JOREK (dashed), ardiM8askdot)
over the 3D evolution. Here, computation times are shifted to match the start of the ragidwth phase witht = 0 being the
start of the 3D run segment. [JOREK data courtesy of F. J. Artola.]

2.2 The Force due to Axisymmetric Halo Currents in ITER
PPPL

Vertical displacement events (VDES) can occur in elongated tokamaks causing large currents to flow in
the vessel and other adjacent metallicwsttures. To better understand the potential magnitude of the
F3a20AF0SR F2NOSa FyR GKS NRtS 2F GKS &2codéh f f SR
Ref. [2]to simulate potential VDEs in ITER. We used actual values for the vessel resistivity-and pre
guench temperatures and, unlike most of the previous studies, the halo region is naturally formed by
triggering the thermal quench with an increase in the plash&mal conductivity. We used the 2D non

linear version of the code and vary the pastermal quench thermal conductivity profile as well as the
boundary temperature in order to generate a wide range of possible cases that could occur in the
experiment. Wealso show that, for a similar condition, increasing the halo current does notaseithe

total force on the walkince it is offset by a decrea# the toroidal contribution.
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PPPL
Thereport obtainable as Ref. [12lescribes the first ever 3D MHD simulation of a vertical displacement
event disruption in ITER using a model for the ITER vacuum vessel with a realistic time constant and a
multi-region conductivity model. The vertical vessetésrthat we calculate are consistent with those
obtained previously with 2D simulations [1]. The horizontal (or sideways) forces calculated are
substantially smaller than what one would obtain from a straightforward scaling of JET results to larger
values of the plasma current and magnetic fiel@his result was obtained with M30D1. If it can be
independently verified, it will remove a large uncertainty regarding the effects of disruptions on the ITER
vessel.

3.0 Disruption Mitigation

3.1 NIMROD SPIDisruption Mitigation Development
General Atomics

NIMROD SPI simulations are concluding a scan of several parameters, including eisddsityidal
deposition to studytheir impact on the quench dynamics. As expected, lower viscosity results in shorter
thermal quench time due to a stronger linear response resulting in faster onset of (2,1) and (3,2) tearing
modes. The final thermal collapse is usually dominated by a (1,1) core mode. These instabilities disrupt
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the plasma and are accompanied by a brighist of rapidthermal collapse. Due to the instability driven
thermal collapse, radiation efficiency is at best ~50%

Dependence on the toroidal deposition is less obvious, but typically narrow depositions leads to a
stronger instability drive However, he strong nonlinear nature of these simulations complicates a
straight linear interpretation. Although onset is earlier, the saturation amplitudes may be smaller than
for the broader deposition. Also, the higher concentratioraafarrower toroidal deposibn results in

less overall ablation and assimilatiorAnalysis continues on the toroidd¢pendence.
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thermal quench{ @ YY S NR O Y dZiniulatinis ghevbtiatitBeNdrrént spike can be

suppressed if the final dominant (1,1) core mode can be suppressed. This is achieved in NIMROD with

dual SPI injectors placed 180° apart (similar to KSTAR's SPI sySiemllaneous dual SPI injectors can
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These parameter scan results are being analyzed and codnioitepublication and submitted for an
invited presentation athe upcoming IAEA meeting.

U. Wisconsin-Madison
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of Science and Technology investigateuage of disruptiorrelated macroscopic dynamics. Their new

study of disruption mitigation investigates why a (2,1) MHD mode is almost universally observed before

the TQ and why an internal cold bubble structure is observed. Their recent NIMROD conmguitatio

massive gas injection (MGI) modeling [I1zzo, Nucl. Fusion 46, 541 (2006)] find that the impurity density
penetration and radiation cooling lead to the formation of apoint reconnection site and then

stochastic magnetic field at the interface betan impurity and mairspecies plasma. As this interface

moves with changing magnetic topology, the impurity distribution spreads inside the q=1 surface

through the Gpoint of an inner (2,1) structure and forms a cold bubble that leads to the final pliase o

the TQ.

3.2 M3D-C1 Disruption Mitigation
General Atomics

Making use of new physics and numerical techniques to improve robustness of the simulations, we

performed initiaM3D/ Mm@ f ARFGA2Y $AGK S5LLLTS5 LIStfSimhiyaSOiaz
pellet compositions were performeshowingr Fl &G SNJ G KSNXYF £ 1 dzZSYy OK F2 NJ Lldzl
O2YLI NBR (2 YAESRmYyS2ynRSdzi S ddedasieasdd fadiafonr andalsd K S LIdzN.
droveastrongil’ M Ayaidl oAt Ales ¢ KAadel®trasulted inglidss@Rny S2y nR S dzii .
NI RAFGA2YTTR2YAY I GSR GKSNXYIf 1jdzSYOK® ¢KA& NBadz G |
NIMROD simulations. Additional modeling showed that more poloidally localized impurity sources result

in early MHD instability.
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been used to pdorm initial modeling of dual pellet injection and will be used to simulate plumes of
shattered pellet fragments.

3.3 M3D-C1/NIMROD Code verification Benchmarking
General Atomics

Building off a highly successful 2D benchmark, 3D simulations of the same scenario with axisymmetric,
2yl EAARIN2ZHMNAANRZY 6SNB LISNF2NYSR o6& 020K ao5m1/ m |
plasma remained agymmetric deep into the thermal quench. Eventually, the current sheet that forms

3284 y2yntEAA@YYSONROItte dzyaidloftSy NB&adZ GAy3a Ay
ao5m/ M AAYdZ FiA2ya aK26SR | GSNE2 LINE vy dAWIS R © d2B 8]
C1 simulations were carried out, showing the existence of the current spike independent of time step,

toroidal resolution, or hypediffusivity.

LY FTRRAGAZ2YS | 0SYOKYIFIN] 0SG6SSy ao SnedtedpeteyiR b Lawh
S5LLLT5® LYyAGALFt NBA&dzZ (&1 sinkubtipns BdavénBdn stdnjed due tBINS SY Sy G
F2NXIGA2Y 2F vy Séhlons MWDK oniths Y6 idPriudredsdzNB

3.4 Local Modeling of Pellet ablation and Coupling to MHD codes
Stony Brook U. and General Atomics

3.4.1 Studies of the grad-B drift effect

In a tokamak magnetic field, the pellet ablation cloud propagates along magnetic field lines. In addition,
a rapid movement of the ablated material towards the outward major raBiuirection has been

observed. This motion has been attributed to a vertical curvature and@grduft current induced inside

the ionized ablated material by the 1/R toroidal field variation. The uncompensated vertical drift current
inside the cloud cas charge separation at the boundary. The resulting electrostatic field induces the
ExB drift to the larg® side of the torus. This transverse motion, which we call the-Brduft effect,
established the pellet shielding length of the ablation cloud.

Inthe axially symmetric approximation, gr&ldrift cannot be resolved. Without the transverse motion,
the ablated material would extend along magnetic field lines, increasing the pellet shielding and
eventually stopping the pellet ablation. Therefore,raté shielding length of 16 cm (a theoretical
estimate) was imposed in both codes for axisymmetric pellet ablation in magnetic fields. Axisymmetric
simulations predict a strong reduction of the ablation rate in magnetic field of increasing strength for
both deuterium and neon pellets (see Figure below).
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Figure6. Ablation rate as a function of B for neon (red) and deuterium (green) pellets computed from the FronTier and
Lagrangian particle pellet codes in axially symmetric approximation. The shieldingtfewas set as 16 cm for all values of
the magnetic field.

We have performed extensive studies of the gidirift effect using the Lagrangian patrticle code. The
drift velocity v_D is implemented as

dv _ 2
dt  R(r)

e
C 2

wherew Aa GKS G21FYF {1 YI 22 NJcNidRrasdeeRndtdensity?, Rs the | NB
ambient plasma pressure, M is the Mauimber of the ablation flow, is the Alfven velocity, andAO
denotes the integral of quantith along magnetic field lines. A neon pellet cloud csEsgion showing

the shielding length obtained setbnsistently via the graB drit is shown ifFigure7below.

S_ N0

'
—

Shielding length

Figure?. Crosssection of neon pellet ablation cloud showing the shielding length obtained seifsistently via the graeB
drift.
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We performed studies of the influence of various terms in the gdadtift formula and showed that the
Mach number term provides arssential contribution while the last term, describing the Alfven wave
drag, is negligibly small. With gr&ddrift, we observe a smaller reduction of the ablation rate in
magnetic field compared to simulations with fixed shielding length. This is duedimhbine effect of
shorter shielding lengths and slightly changed hydrodynamic states in the ablation cloueB @Griftcin
DIIFD (RO = 1.6 m) is stronger compared to ITER (RO = 6.2 m), all other factors assumed equal.

- Fixed shielding length
- grad-B drift, DIll-D
grad-B drift, ITER

45

40

35

30

25+

Ablation rate, g/s

20 —

Magnetic field, T
Figure 8. Ablation rate of neon pellets in magnetic fields with resolution of graeB drift.

Tables below show values of the ablation rate and the shielding length for the DIHD and ITER major radii.

B (T) Shielding G(g/s) B(T) Shielding | G(g/s)
length, cm length, cm
DIl -D ITER
2 18 23.7 2 35.5 21.3
4 14 20.0 4 30 16.2
5 13 18.5 5 27.5 15.1
6 12 17.6 6 25.5 14.4

14



'S
[4,]

- LP, fixed shielding length
- LP, grad-B drift

S
o

w
a

Ablation rate, g/s
N w
[3,] o

N
o

15
0 1 2 3 4 5 6
Magnetic field, T

Figure9. Ablation rate of deuterium pellets in magnetic fields with rekition of gradB drift.

This study shows thany empirical G(B) fitting function should dependent ornthe tokamak major
radius. Since B/R does not change significantly for various tokan{dlesi@R[m] ~ 1), we are building
a pellet ablatiorsimulationdatabase assuminipe constant B/R1ratio

3.4.2 Influence of radiation model, EOS for mixtures
All simulation results for neon pellets presented above used a thin optical limit radiation model and a
database precomputed with the CRETIN code. Additional analysis shows-#tesongtion of radiatio
could be important. Using the PrismSPECT code, E. Hollmann and P. Parks computed an emissivity table
by considering the full neon radiation spectrum and the radiation absorption in a deyteityperature
thermodynamic domain typical for neon pellet atidten clouds. Simulations with the new reduced
radiation model resulted in significantly increased temperatures. In turn, the increased temperature
caused more intense radiation. Preliminary studies showed small influence of the radiation model
change on tk pellet ablation rates, but this work will continue in the future with improved radiation
tables.
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Figure10. Comparison of the radiation and electron heating power densities for the old (thin optical limit) and new radiation
models. With both radiationmodels, the electron heat flux is significantly higher than radiation close to the pellet surface.
With the new radiation model, radiation is much close to the electron heat flux in the far field.
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We have also developed an equation of state model for nedeauterium mixtures in the

approximation of local thermodynamic equilibrium (Saha model). The model was implemented in a
stand along code for building tabulated EOS data sets for the Lagrangian patrticle code. The new EOS
model will be used in the futurfor the simulation of composite pellets.

3.4.3 Simulation with changing radius pellets

All simulations results presented above were obtained with a freslius pellet in order to obtain
steadystate ablation rates. In this section, we summarize simutatieith decreasing radius pellets due

to the ablation process. This study established a very important result: for simulations in magnetic fields
(for both settings of the shielding length: the fixed shielding length and the-Brauft-defined shielding
length), the ablation rate still scales mainly as G~r_p”(4/3), just as in the case of the theoretical scaling
law for sphericalasymmetric ablation

0.2
—LP
—ODE solution
0.15
£
Q
g_
5 0.1
o
5
@
o 0.05
0
0 0.5 1 1.5 2 2.5 3 35

Time, milliseconds

Figurell. Simulation of a neon pellet with decreasing radius due to the ablation process in 2 T magfield with the
shielding length established by the grd8l drift. Blue lines depict LP simulation result. Red line corresponds to the ODE
solution based on the analytic scaling law. The initial ablation rate for the scaling law was obtained from LP sonsla

3.4.4 Multiscale coupling of LP and tokamak MHD codes
General Atomics

2SS g2N] SR gAGK O2ttSIF3dzSa G {d2ye& . NB21 ! YAOBSNEHA
particle (LP) code being developed to simulate the detailed physics of pellet ablation more accurately. A
FAESmolraSR 2248 02 dzLJ dreptad sdch thatJBeN.F odNcGIH read!neede® NA LG
LX FaYl AYyF2NXIFGA2Yy o0So®3Idry RSyaArider GSYLISNI GdzNBsx Y
O2RS ¢l a (GKSY | ROFIYyOSR (2 adSrRemnmadlrdsS G2 aAraydz I
impurities around the pellet. A file was created specifying the location and configuration of each LP that

KFd RNAFOSR 2dzi 2F GKS O2RSQ& aAyvydzZ I GA2Y R2YlIAYyo®
ONBI (SR Ay ao5m/m 068 LINP2Z$OAAYRSG&E5fita FAYRSS (IS
step will be to iterate between the codes for a dynamic simulation.
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4.0 Runaway Electrons

High energy runaway electrons will be generated during a disruption. There is another SciDAC,
SCREAM, whigs primarilyconcerned with describing the generatiohrunaway electrons. However,

our disruption modeling codes NIMROD and M3Dneed some model for the runaway electrons and
how the effect the MHD evolution of the disrupting plasma. We describe relativelg anodels of
runaway electron dynamics that we have coupled with the MHD codes to start to understand their
effects on the MHD. The longer term plans is to couple our codes with more complete kinetic models
being developed within the SCREAM SciDAC.

4.1 Reduced Runaway Electron Model in NIMROD
U. Wisconsin-Madison

When the thermal quench of a disruption cools the electron species, the resulting large electric field can
exceed conditions for collisional electron foroalance along the magnetic field. Thielerates the

most energetic, least collisional part of the distribution, and the ensuing relativistic runaway beam of
electrons then carries current. Besides the damage that this beam can cause, it lengthens the timescale
of the current quench and afés the current density distribution. Most theoretical studies of REs focus
on their kinetic physics, yet the interaction with the overall discharge evolution and the influence on
macroscopic instabilities is also important. Fully kinetic descriptioREsffor macroscopic evolution

are desirable, but they will be computationally challenging, particularly for spatially 3D modeling. As a
practical step, we are implementing a variant of a fluid model that has been used by Helander, et al.,
[Phys. Plasmak4, 122102 (2007)] and by Cai and Fu [Nucl. Fusion 55, 022001 (2015)] for studying
macroscopic stability with RE effects. A similar model has also been implemented in the rbtiibed
codes EXTREM [Matsuyama, et al., Nucl. Fusion 57, 066038 (2017)] exd[g&RBandaru, et al., Phys.
Rev. E 99, 063317 (2019)]. The REs are described Hyeawtddrift kinetics, where the large parallel

speed models relativistic propagation, and perpendicular flow is governed by drifting. The REs are then
described by altiid continuity equation, and their electrical current is coupled into the Ohm's law for
macroscopic dynamics by considering the RE population to be free of electrical resistivity. The rest of
the system of equations is the standard extened#tiD system, xcept that the parallel force density on

the runaway electrons appears in the flow velocity equation. This model is summarized by&gs. (1

on ~

6_tr+ V-(nrvr’”b +nrvm_) =S, (1)

E=-VxB +n(J+enrvr’Hf)) 2
0 -

p(5V+V'VV)=ean|b+JxB—Vp—V-H (3)

Postdoctoral associate Dr. Ge Wang started implementing this model in NIMROD during the previous
reporting period. He used a leasquares approach for the flux terms in Eq. (1) to improve numerical
stability when computing with large parallel RE spedgisfore his term ended in December, he had also
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started to implement the source term in Eqg. (1), which is described in the Matsuyama and Bandaru
papers. Graduate student Alex Sainterme has since taken the lead on this development effort. He has
completedthe implementation of the source term and has developed an analytical solution for spatially
decoupled evolution, which he is using for verification. He has also implemented an outer iteration loop
to converge the advance of magnetic field and the evolubf RE density with consistent temporal
centering.

4.2 Reduced Runaway Electron Model in M3D -C1
PPPL

Chen Zhao and Chang Liu have led the effomdorporate the runaway electron model given by Eq.
(2)X(3) into M3DC1, which has led to two publicatisthis year.[45]. In these paperghey consider the
interactions ofrunaways on low mode number teéag modes in tokamaks. Theifl runaway electron
model has been implemented to the MII1 code. To benchmark, thesproduced the MHD linear
tearingmode results (with runaway electrons) a circular cylinder presented previous analytic
studies[Helander, P., et al, Phys. Plasmas 14 14420Q7)] and have extended themvith a numerical
eigenvalue calculatiorit was foundthat the low mode nurbertearing mode has a rotatiocaused by
the MHD- runaways interaction, and the perturbed toroidal cuntescale length is much smalleith
runaways than without and decreases as the runaway speed incred3gs.model has since been
extended to includehe runaway source term [J. Connor and R. Hastie Ni5. Fusioi5415] and is
being applied to model some DDIshots in which significant runaways were generated.

5.0 Additional Experimental Validation

Validation of our models with existing experinis is an essential step in model development and
application to ITER. We list three areas in which we have made progress in validating certain aspects of
our models.

5.1 Validation studies with CTH
Tech- X

We arecollaborating with professors Jim Hanson and Dave Maurer at Auburn University in using
NIMROD to simulate disruptions in the Compact Toroidal Hybrid experiment (CTH). Experimentally they
observe that the application of sufficient external 3D magnetiddiglllows operation with a edge safety
factor less than 2 (a hard operation limit in axisymmertic tokamaks). However, in these low safety factor
(low-qg) discharges with small 3D external fields, disruptions often result during the current decay after
peakcurrent. Disruptions are suppressed in lovdischarges with a high degree of 3D shaping. Eric
Howell, is helping advise postdoctoral researcher Omar Ortiz, at Auburn University on using NIMROD to
investigate the dynaias of these lowg disruptions.
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5.2 Validation studies with JET
HRS Fusion

M3D-C1 simulations were carried out of asymmetric wall force in JET asymmetric vertical displacement
event (AVDE) disruptions. The main physics result is the wall force resulting from an AVDE is quenched
when thecurrent quench time is less than the magnetic wall penetration time . The simulations are
being done with several values of . Simulations with the experimental = 0.005s are in progress.
Shorter values of were used to allow shorter runs, tansee whether there isa  scaling of the wall

force, where is the effective growth rate of the MHD instability causing the asymmetry. The runs were
initialized with data from shot 71985 which experienced an AVDE disruption. The current in the
simulaions was driven with a time dependent electric field, to give control over the current quench

time, while keeping  fixed.

The wall force can be approximated with the Noll force , where B is the magnetic field strength, | is the
toroidal current, Zg the vertical displacement, and is the rms amplitude of the toroidal variation of 1Z.
This can be compared in the JET data and simulations, which are in goethagteThis is shown in Fig.

11.

A main new result is that the wall force is produced I§§,&) external kink mode, which is destabilized
when the vertical displacement event (VDE) causes magnetic flux to be scraped off at the edge of the
plasma. The causes q to drop at the plasma edge. When g drops to g =1, the instability is triggered. It
wasfound that when the current quench time < , q does not drop to 1. This causes a weaker
instability, which produces a weaker Whirce. This is seen in Fig.

A F VS. TCQ/T‘Jde

4 I I I I 1 I I

103 .

3 xC1 —*— -
FNC'1 ——
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Fig.11 JET data and M321 simulations of Noll force., which are in good agreement. Whiea turrent quench time is small,

the force vanishes. The CQ time is normalized to the VDE time. Also shown is®@13Ball force, which agrees well with the
Noll force.
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Fig.12 shows the relation between the edge g and the Noll force for three cases witferent CQ times. The upper panel
shown the toroidal current and halo current as a function of time for the three cases. The second panel shows the vertical
displacement and q. When q = 1, the Noll force is produced, shown in the bottom panel. Thédiodl and halo current are

smaller, the faster the current quench.

5.3 Validation studies with MST

U. Wisconsin-Madison

Graduate student Brian Cornille is simulating tokamak disruption physics in the Madison Symmetric

Torus (MST), and he is conducting depenent work that will contribute to NIMROD disruption

modeling. The simulation effort is in coordination with MST experimental research. Cornille had
previously applied deta NIMROD simulations to an MST tokamak campaign, which investigated the
effectsof resonant magnetic perturbation (RMP) on RE confinement. The effects of RMP on magnetic
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observations of RE denfinement, and this is an important part ofecentpublication [§. Cornille is
now working with Matt Beidler of Oak Ridge National Laboratory to improve the coupling of NIMROD

20



with the KORC code [Carbajal, et al., Phys. Plasmas 25, 042512 (2017)]. Cornille will use KORC
computations to more thoraghly investigate RE dmnfinement in MST. He is also conducting finite
beta simulations to support a new MST campaign on tokamak disruption onset.

6.0 Other Physics Studies

6.1 Peeling-Ballooning Modes and Ideal Stability
U. Wisconsin-Madison

Professor PingzK dzQa 3INR dzL) LINE@OA2dzat e O2yRdzOGSR adloAftAde
conditioning and found that enhanced resistivity due to the increased impurity level can provide a

stabilizing effect on lown edge localized modes [Banerjext al., Nucl. Fusion 24, 054501 (2017)].

Recent work considers the intermediatepeelingballooning (PB) instabilities with linear stability

analysis of EAST higbnfinement mode equilibria using NIMROD tfluid calculations [ The new

modeling povides better insight into the physical mechanism behind the beneficial effects of impurities

on pedestal stability, but it also shows that the stabilizing effect on PB instabilities in the EAST tokamak

is weaker than that found in NSTX.

Professoiz K dzQup hasd Bldo performed an evaluation of linear idgi®dD stability of the China Fusion
Engineering Test Reactor (CFETR)-iasescenario for various firavall locations. The initialalue

code NIMROD and eigenvalue code AEGIS are employed in thisisanBlgspite the distinctly different
approaches in modeling the scrapé-layer (SOL) region, the dominant growth in each of thetofm =

1-10) modes is consistent. The higltemodes are dominated by ballooning modes and are localized in
the pedestaregion, while the lowen modes have more prominent exterdghk components and

broader mode profiles. The influences of plasma profiles and wall shape are examined using NIMROD.
The lown ideal MHD instabilities in the presence of a resistive walktudied using AEGIS. For the
designed firstwall location, the n = 1 resistive wall mode (RWM) is found to be unstable, but it can be
stabilized by uniform toroidal rotation above 2.9% of the core Alfven speed.

6.2 A New Interpretation of Sawtooth Phenomena in Tokamaks
PPPL

The ubiquitous sawtooth phenomena in tokamaks are so named because the central temperature rises

slowly and falls rapidly, similar to the blades of a saw. First discovered in 1974, it has so far eluded a
theoretical explanationtiat is widely accepted and consistent wékperimental observationsn Ref.

[3] we propose a new theory for the sawtooth phenomena in auxiliary heated tokamaks, which is
Y2UAQOGSR 0@ 2dzNJ NBOSy il dzyRSNA Gl Yy RA yak ofadhie(ma)Y 3y S A
= (,1) mode is to generate a dynamo voltage, which keeps the central safety fagtqusgjabove 1.0

with low central magnetic shear. When central heating is present, the temperatueismwill increase

until at some pointthe corllguration abruptly becomes unstable to ideal MHD interchange modes with

equal poloidal and toroidal mode numbersFm > 1. It is these higher order modes and the localized

magnetic stochasticity they produce that cause the sudden crash of the tempetaid® Uf S y 2 {
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magnetic reconnection. Long time 3D MHD simulatwita M3D-Cldemonstrate these phenomena,
whichappear to be consistent with many experimental observatiofi$iis work was also presented as
an invited talk at the 2019 AHZPP meeting.

7.0 Physics Codelmprovement and Optimization

In addition to thesémprovements in the communication and sparse matrix routjineSection 6.1 is an
effort to reduce communication on the NIMROD si8ections 6.26.4 describe improvments the local
ablation codes, and and Section &&n effort to make the M3IT1 solver use fewer iterations.

7.1 NIMROD Refactoring and Vacuum region basis functions
Tech-X

Arefactoring of theNIMRODrode using the abstraction concepts from Fortran 20083 is

progressing. The original Fortran 90 code was written in an abstract way minimizing the need for a
complete rewrite. The new code is more flexible and will enable such-@IBI&] features such as

better performance through mixed parallelism. Télestract NIMROD branch has been moved to a
repository on gitlab which enables modern development practices suitable for a distributed team such

as continuous integration testing, code review and merge requests. Work is underway, lead by Jacob
King, to unérstand the best programming paradigm for using GPUs. The use of OpenACC with NIMROD
finite-element assembly kernels has shown the potential for good GPU acceleration with the PGI
compiler and Nvidia hardware. This work used simple data structures ahd fature we plan to

understand how to use OpenACC witte tfull NIMROD data structures.

U. Wisconsin-Madison

Brian Cornille ignvestigating different numerical basis functions for the meshed vacuum region that is

used in NIMROD VDE computations. Heitmgdemented an expansion of a scalar magnetic potential

and will consider the use of edge finite elements for vector potential. If successful, this aspect of his

2N o6Aff AYLNROGS (GKS O2RSQa (GNBFGYSydthe ¥ o62dzyRI N
degrees of freedom in the meshed vacuum region. The latter is expected to improve the efficiency of

the magnetic advance with coupled subdomains for inside outside the resistive wall.

7.2 M3D-C1 code development and Improvements

7.2.1 Adapting M3D -C1 for stellarator simulation
PPPL and HRS Fusion

Tokamaks are inherently at risk of disruptions unless parameters are carefully kept away from stability
boundaries. Stellarators on the other hand appear disruption free. It is worthwhile to be able compare
tokamaks and stellarators using the same code WMI3DC1 equations are expressed in a cylindrical
coordinate system . A stellarator coordinate system can be given in VMEC coordinates , where , , and
. It appears possible to modify the M3DCL1 finite element discretization to use element baS#dED

22



coordinates, while retaining the formulation of the equations in cylindrical coordinates. The
implementation ifeing carried out by Yao Zhou

7.2.2 Improving Robustness of Pellet Simulations
General Atomics

I @I NASGe 2F dzLJANI RS RlYIE NRSSY (ZF RYLINE S0 B KS NBO
simulations particularly the tendency for negative temperature regions to form. We added minimum

densities and temperatures favhich the KPRAD impurity routines are advanced. Internal evolution of

the density and temperature was also added to thepurity/radiation evolution, along with adaptation

of the KPRAD time step with large changes in the thermal energydén to avoid temperature
2P0SNEK220a® CAylffesx |y Sedudtgity misdlvas a8 mRSLISY RSy (i
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before, well into thehermal quench.

7.2.3 New Capabilities for Toroidal Planes
General Atomics, RPI, PPPL

Webegant®S ELJ 2 A G GKS | 6Af A fudifor didilabptatestin aaderit@perfoim@S y 2 y
simulations with moreoroidally loc- £ AT SR A YLIzNA §ASad ¢KS C2dzNASNITY2 RS
order to account for the possibility @ibn-uniform planes, permittingccurate tracking of the kinetic

and magnetic energydmmonics in such simulationsaddition, a new capability was added to change

GKS ydzYoSNJ 2F LI IySa Ay | NB &antpMdida saeirg byrrunming Ndzy © ¢
with relatively fewplanes until instability onsets, then increasing the number of planeegolve the

MHD activity accuratehGeneral

7.3 Improvements to the Lagrangian Particle Code
Stony Brook U.

7.3.1 Massively parallel Lagrangian particle pellet / SPI code

The development of massively parallel Lagrangian particle (LP) code for the ablation of pellets and SPI
fragments has been fully completed. The work started in 2019, and the LP code data structures were
redesigned to make them compatible with PAEST (R&fadirest of Octrees) software library, developed

in the past within an ASE&Rnded project of Omar Ghattas. P4EST library enables a dynamic
management of a collection of adaptive octrees on distributed memory supercomputers and scales to
hundreds of thosands of processor cores. The construction and search of @nddoctrees is one of

the most timeconsuming tasks in the LP code, and the improvement of our previous-Kdpen

parallelized libraries by P4EST led to the increase in parallel performanceamday. In 2020, we

added all pellet ablation physics models to the new LP code and performed extensive verification
simulations. For typical production simulations of pellet ablation using two hundred cores, we achieved
72% of ideal scalability. The nemassively parallel LP code is now used for all physics simulations.

23



7.3.2 Cross-code comparison and resolution of disagreements between Frontier and

Lagrangian Particle Codes

Simulation of the ablation of cryogenic pellets in tokamaks with the resolufiafi celevant physics
processes is a challenging numerical task due to sensitivity to small changes. The pellet ablation rate,
computed as the amount of energy of hot electrons reaching the pellet surface divided by the heat of
vaporization, is a fractioof two small quantities: both of these values are very small compared to the
energy absorbed by the cloud. Since small changes in the ablation cloud can significantly change the
ablation rate, crosgode comparison of FronTier (FT) and Lagrangian pa(itielecodes is a critical step

in our verification program.

In 2019, we observed significant disagreements between of FronTier and Lagrangian particle codes for
simulations of pellets in magnetic fields. While the results agreed reasonably well in zemetiodigld,
properties of ablation channels and the ablation rates became different in both codes with the increase
of the magnetic field. All these disagreements were completely resolved in the 1st half of 2020. Main
improvements in FronTier involved algghms for the explicit tracking of the ablation clogdmbient

plasma interface. In the Lagrangian particle code, the implementation of adaptive algorithms for kinetic
models were significantly improved as well as some aspects of solvers. Now botracedefull

agreement for the entire parameter space of neon and deuterium pellets. Figure below shows the
agreement between FronTier and Lagrangian particle codes in simulations of neon pellets.
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Figure 13. Simulation of neon pellet ablation rates irmagnetic fields. Left plot: disagreement between 2D axisymmetric
FronTier code and 3D Lagrangian particle code observed in 2019. Right plot: current versions of the codes are in
complete agreement.

In addition, both codes have been extensively testechendpherically symmetric approximation. The 1D
FronTier code is in good agreement with the 3D LP code with spherically symmetric initial conditions and
both codes agree with analytic scaling laws.

After the successful completion of the verification pragrahe Lagrangina particle code is being used
for most of physics results since it resolves important 3D effects (such a8 gyait) not available in the
axisymmetric FronTier pellet code.
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7.3.3 New Adaptive Algorithms for LP -based SPI code

We have imfemented gradB drift algorithms for multiple SPI fragments in the LP code. Current work
focuses on implementation and verification of a plasma cooling model that enables SPI simulation fully
within the LP code (the plasma cooling model is not needeccougled simulation where the plasma
temperature is obtained from a tokamak MHD code NIMROD or-&BD
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Figurel4. Fragment of SPI simulation with gra@l drift effect.

7.4 3D Sparse LU and triangular solves
Tech-X and LBL
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matrices used in as block Jacobi preconditionelSidr OK  C2 dzNA SNJ Y2 RS RdzNAYy 3 blLa
solves. Note that 3D factorization here refers to the processor grid layout while 3D refers to three

spatial dimensions with regards to NIMROD.

We are presently working with Yang Liu to apply a machine leguadgorithm to automatically tune the
best parameters for the 3D process grid decomposition.

8.0 Solver Improvements
LBL

8.1 Introduction

Samuel Williams (LBL P$herry Li, Nan Ding, and Yang Liu are improving the sparse matrix solvers used
in CTTSM3D-C1 and NIMROD solvedinditioned systems of equations using SuperLU preconditioned
GMRES. In the worst case, the system of equations is structured as block diagonal and factored for each
GMRES solve. Then, on each GMRES iteration, the factored ateaksed as a preconditioner

necessitating a pair of sparse triangular solves (SpTRSV) for the upper and lower triangular matrices.
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